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Abstract 
In the era of deep learning, the opaque nature of sophisticated models often stands at 

odds with the growing demand for transparency and explainability in Artificial 

Intelligence. This paper introduces a novel approach to text classification that 

emphasises explainability without significantly compromising performance. We 

propose a modular framework to distil and aggregate information in a manner 

conducive to human interpretation. Our methodology's core is that features extracted 

at the finest granularity are inherently explainable and reliable. Compared with 

explanation methods based on word-level importance, this layered aggregation of low-

level features allows us to trace a clearer decision trail of the model’s decision-making 

process. Our results demonstrate that this approach yields effective explanations with 

a marginal reduction in accuracy, presenting a compelling trade-off for applications 

where understandability is paramount. 

 
  



 

Text 
 
Introduction 
 

Our paper delves into the challenge of enhancing explainability in Artificial Intelligence 

(AI), particularly focusing on text classification within Natural Language Processing 

(NLP). The introduction outlines the growing demand for transparency and 

understandability in AI, especially when deploying sophisticated deep learning (DL) 

models. These models often prioritise performance over the ability to explain their 

decisions, making the explanations more of an afterthought than an integral part of the 

development process. DL-based approaches, unlike traditional machine learning (ML), 

can learn complex, high-order features, making it difficult for humans to comprehend 

their meaning or origin. This lack of transparency raises concerns about these models' 

reliability and potential biases, particularly in high-stakes environments where legal 

regulations demand explainability. The paper proposes a novel framework that 

balances manual and automatic feature extraction to minimise performance loss while 

enhancing explainability. This framework uses black-box models for extracting low-

level textual features, followed by a traditional classifier for task-solving. 

The paper addresses the current state of explainable NLP, which is still an active 

research topic and lacks standardisation. Various explanation methods are discussed, 

including local and global explanations, specifically focusing on model-agnostic 

methods like LIME and SHAP (Lundberg and Lee, 2017; Ribeiro et al., 2016). 

However, the reliability of these methods has been questioned, and the need for 

standardised terminology and evaluation practices in explainable AI (XAI) is 

emphasised (Adebayo et al., 2018; Garreau and Mardaoui, 2021).  

The proposed approach suggests using DL models for extracting granular features, 

which are more likely to be trusted and understood. We argue that an explainable 

model does not necessarily need to explain how low-level features are extracted but 

should focus on the final layer of decision-making. By combining DL and traditional 

feature extraction methods, the approach aims to provide effective explanations while 

retaining the effectiveness of neural models used as feature extractors. 

For our experiments, we use two NLP tasks to demonstrate the effectiveness of the 

explanation strategy. We compare various classifiers and utilise SHAP for evaluating 

feature significance in model reasoning. The paper also discusses the importance of 

faithfulness in explanations, measuring how closely an explanation aligns with the 

model's reasoning process. Finally, we conducted user studies to validate the 

proposed approach. The results show positive user feedback towards the novel 

explanation strategy, although we note the limitations due to the limited sample size 

and high variance in the data. We conclude by highlighting the potential of our 

approach in providing more consistent and reliable explanations and suggest future 

research directions to explore further and validate the strategy. The document presents 

a comprehensive study on enhancing explainability in NLP through a novel approach 



 

that combines DL and traditional ML methods. Our focus on balancing performance 

with explainability addresses a critical challenge in AI, particularly in applications where 

understanding the reasoning behind decisions is crucial. 

Related work 

This section of the paper discusses advancements in the field of explainable NLP, 

specifically focusing on methods for making ML models more explainable and 

transparent, especially those in NLP. This section is critical as it sets the stage for our 

proposed approach by highlighting existing strategies and their limitations. 

One of the key themes in this section is the distinction between traditional ML methods 

and DL models. Traditional ML relies on manually crafted features, which, while 

straightforward, require intensive labour and time to create (Gasparetto et al., 2022; Li 

et al., 2022). In contrast, DL models, particularly those used in NLP, autonomously 

extract complex, high-order features, making them more task-specific but less 

transparent. We emphasise the challenge of understanding these models due to layers 

of compression and non-linear transformations that obscure their decision-making 

processes. Indeed, this enhanced expressiveness of features extracted with DL comes 

with a significant drawback. The encoding process severs any discernible connection 

to the input features or raw data, making it exceedingly difficult for humans to 

understand their meaning or trace their origins. 

The paper categorises explainable AI (XAI) methods into two types: local and global 

explanations. Local explanations focus on individual observations, while global 

explanations aim to elucidate the model's overall behaviour (Linardatos et al., 2020; 

Madsen et al., 2022; Zini and Awad, 2022). Notable approaches in local explanations 

include LIME and SHAP (Lundberg and Lee, 2017; Ribeiro et al., 2016). LIME uses 

input sample perturbations and logistic regression to assign feature importance, while 

SHAP, considered a gold standard in many cases, applies Shapley values from game 

theory as measures of the contribution of input features to a specific output. However, 

the reliability of these methods has been questioned, prompting a need for more robust 

solutions. However, other common explanation strategies suffer from even more 

criticism. Many of these strategies utilise saliency in the form of gradients and attention 

scores for explanations (Adebayo et al., 2018; Bastings et al., 2022). Gradient-based 

methods like (Sundararajan et al., 2017) assess output changes due to minor input 

variations, but their effectiveness is challenged by instances where significant features 

yield zero gradients (Nielsen et al., 2022). Attention-based methods try to correlate 

these scores to important input components, though their reliability as feature 

importance indicators has also been disputed (Bibal et al., 2022; Serrano and Smith, 

2019). Counterfactual explanations, derived from adversarial examples and 

contrastive learning (Linardatos et al., 2020), represent another approach, noted for 

their human suitability (Miller, 2019). However, their application and the faithfulness of 

their explanations have likewise been questioned (Hoedt et al., 2023; Madsen et al., 

2022). 



 

We also discuss evaluating explanation quality, focusing on plausibility and 

faithfulness. Plausibility refers to how realistic an explanation appears to a human 

observer, often assessed through user studies. On the other hand, faithfulness 

measures how much a model relies on the elements of an explanation for decision-

making (Rizzo et al., 2023; Saranya and Subhashini, 2023). In this study, we discuss 

some metrics that have been proposed for evaluating faithfulness, highlighting the 

need for standardised terminology and evaluation practices in XAI (Falis et al., 2021). 

Despite the growth in explainable NLP, we note that the pace of developing new NLP 

methods surpasses the research into their explainability. This gap is exacerbated by a 

lack of consensus on fundamental concepts within the field, underscoring the urgent 

need for standardised terminology and evaluation practices in XAI to foster coherent 

and practical advancements. 

In summary, this section provides a comprehensive overview of the current state of 

explainable NLP. It highlights the challenges in making DL models, particularly in NLP, 

transparent and explainable. The section underscores the need for more effective local 

explanation methods, the importance of evaluating explanation quality, and the critical 

need for standardised practices in XAI research (Miller, 2019; Rawal et al., 2022). 

Approach and evaluations 

This paper presents a novel approach to text classification that prioritises explainability 

without significantly compromising performance. This approach introduces a modular 

framework for distilling and aggregating information in a way conducive to human 

understanding. It is based on the premise that features extracted at the finest 

granularity are inherently explainable and reliable, offering a clearer decision trail of 

the model’s decision-making process. The results demonstrate effective explanations 

with only a marginal reduction in accuracy, presenting a compelling trade-off for 

applications where understandability is paramount. 

Significant advancements in NLP have been observed in recent years due to the 

widespread use of Large Language Models (LLMs). Despite their popularity, these 

models’ lack of transparency raises concerns about their reliability and potential biases 

(Bender et al., 2021; Durán and Jongsma, 2021). As the scale of LLMs (and DNNs, in 

general) is increasing at a far higher pace than the speed at which explainability 

methods are being developed, it has become evident that different approaches might 

be warranted, especially whenever human comprehension is a key factor in the 

system. At the same time, it is hard to discard DL methods entirely because of their 

outstanding performance. Thus, we propose and design a process that balances 

manual and automatic feature extraction. The key idea of this approach is that DL 

models may yet be used in an explainable fashion by utilising them to extract finely-

grained features. 

At the core of this idea stands the argument that, at some point, we must ultimately 

rely on knowledge that may or may not be precise (Adadi and Berrada, 2018; Glanville, 



 

1982). Indeed, every model must exercise faith in the data it is built on at one point or 

another. For instance, a model trained on sensor data has to believe the hardware 

performing such readings is itself working correctly and that the resulting data reflects 

reality. Likewise, we might utilise DL approaches to extract granular features for which 

we can afford a certain degree of trust (Durán and Jongsma, 2021; McCoy et al., 2022), 

and then utilise these features to make more complex decisions. This approach also 

relies on the concept that an explainable model does not necessarily have to explain 

how low-level features are extracted, but rather that explainability is a useful tool at the 

“last layer” of a decision system. By utilising a model built on such features, we can 

create effective explanations (as they pertain to concrete textual properties) without 

entirely discarding the effectiveness of neural approaches used as feature extractors. 

We validate our approach through experiments on two NLP tasks, demonstrating the 

effectiveness of the explanation strategy with a user study and analysing its fidelity to 

model decisions. The feature extraction and pre-processing for our proposed approach 

detail the extraction of various features, including those leveraging pre-trained LMs 

and traditional statistical features. We prune unimportant features by doing a feature 

selection using Recursive Feature Elimination (RFE) and the selected features are 

scaled. The experimental settings present the datasets, methods used in the paper, 

and technical details. The datasets include the IMDb dataset for binary sentiment 

classification and the "Call Me Sexist But" (CMSB) dataset for binary sexism detection. 

The IMDb consists of 50000 movie reviews from the IMDb website, used for binary 

classification. Reviews are labelled as positive (score ≥ 7) or negative (score ≤ 4), 

excluding neutral ones. It is evenly split with 25000 reviews for training and testing 

(Maas et al., 2011). The CMSB dataset contains over 13000 texts from various 

sources, including tweets and surveys, for binary sexism detection (D. M. Samory, 

2021; M. Samory, 2021). It features both original and minimally altered adversarial 

texts to shift sexist content to non-sexist. The paper compares the effectiveness of 

various classifiers and a Transformer model fine-tuned on the dataset. Our explanation 

approach focuses on local explainability, using SHAP for feature evaluation and an 

eXplainable User Interface (XUI) for communicating explanations to users. 

The proposed approach involves using black-box models for extracting low-level 

textual features, followed by a traditional classifier for task-solving. This method aims 

to minimise performance loss while enhancing explainability. The paper validates this 

approach through experiments on two NLP tasks, demonstrating the effectiveness of 

the explanation strategy with a user study and analysing its fidelity to model decisions. 

We utilise two metrics proposed by previous research to evaluate the faithfulness of 

explanation strategies, specifically measuring comprehensiveness and sufficiency 

(DeYoung et al., 2020; Jacovi and Goldberg, 2020). Both give some insight into the 

alignment between the explanation and the actual reasoning process of the model. 

Indeed, faithfulness is solely dependent on the model and the generated explanation, 

quantifying their alignment. 



 

The concept of faithfulness is a critical term in the field of model explanation. In general, 

it refers to how closely an explanation reflects the actual reasoning process of the 

model (Carvalho et al., 2019; Chan et al., 2022). This concept is crucial because it 

helps us understand whether the explanation provided by the model is a true 

representation of its internal workings or not. As mentioned, faithfulness does not rely 

on external factors or user interpretation, making it a robust and reliable metric for 

evaluating the quality of explanations. Our two metrics of choice, comprehensiveness 

and sufficiency provide a holistic view of the faithfulness of the explanations. 

Comprehensiveness suggests that an interpretation is faithful if the important features 

are highly representative of the entire input. If these features are removed, there should 

be a significant change in the model’s confidence. This means that the important 

features carry substantial weight in the model’s decision-making process. On the other 

hand, sufficiency complements comprehensiveness. It assumes that if a percentage 

of the non-critical features are masked out, the model’s confidence in the original 

decision should remain relatively stable. This indicates that the non-critical features do 

not significantly impact the model’s decision. We use these metrics as an objective 

measure to compare our explanation strategies. The strategy that achieves a higher 

comprehensiveness score and a lower sufficiency score is considered the most faithful. 

This balance ensures that the explanation is both comprehensive and sufficient. 

For our proposed classifier, features are eliminated by assigning them the median 

value of the training set. This method minimises their informativeness by confining 

them to a commonly occurring range of values. This approach ensures that the 

eliminated features do not skew the model’s decision. With the pre-trained language 

model, words in the input sentence are masked using a special sequence. This 

sequence is employed by the tokenizer for unknown symbols. This method ensures 

that the masked words do not influence the model’s decision. In our experiments, we 

use a set of predefined values for comprehensiveness and sufficiency. The evaluation 

is carried out on the test set of the two datasets, which consist of approximately 3500 

examples each. This large sample size ensures the robustness and reliability of our 

evaluation.  

A user study was also conducted to validate the approach regarding faithfulness and 

plausibility. The study involved 21 participants who compared explanations of both 

kinds. In summary, our proposed approach to text classification tasks emphasises 

explainability by utilising DL and non-DL extractors to create a knowledge base of fine-

grained features. While not as strong as LM-based approaches in terms of 

performance metrics, the methods still perform well while being more faithful, and 

preliminary results on a user study of reduced sample size showcase positive user 

feedback toward the explanation strategy. 

Results and Discussion 

The paper focuses on a novel approach to text classification in the context of AI, 

emphasising explainability without significant performance compromise. The 



 

methodology involves a modular framework designed to distil and aggregate 

information conducive to human interpretation. It is centred on the premise that 

features extracted at the finest granularity are inherently explainable and reliable. The 

approach is validated through experiments on two NLP tasks, demonstrating the 

effectiveness of the explanation strategy with a user study and analysing its fidelity to 

model decisions. 

Our research highlights that while traditional ML relies on manually crafted features, 

DL-based approaches learn complex, high-order features, which are more task-

specific but less transparent. This creates a gap between the model’s internal 

representations and human comprehension, especially concerning high-dimensional 

feature extraction and optimisation in DL. The paper proposes a design process that 

strategically utilises DL and traditional methods to tackle smaller, more defined sub-

problems. This involves using black-box models for extracting low-level textual 

features, followed by a traditional classifier for task-solving, aiming to enhance 

explainability with minimal performance loss. The paper also addresses the challenges 

in evaluating explanation quality, focusing on faithfulness and plausibility. Faithfulness 

measures the reliance of a model on the explanation’s elements for decision-making, 

whereas plausibility assesses the realism of an explanation to a human observer, often 

through user studies. The study uses metrics for faithfulness and conducts user studies 

to validate the approach.  

Quantitatively, while the language model-based approach shows better performance, 

the proposed method is competitive, with only a slight decrease in accuracy and F1 

score but better explainability. The faithfulness analysis shows that the proposed 

explanation method aligns more with the XGBoost model than the RoBERTa-base 

counterpart, indicating greater faithfulness. However, the explanation strategy does 

not fully capture the interactions between features, which is a limitation. 

The proposed high-level feature-based explanation strategy in user studies showed a 

preference, although the limited user pool prevents definitive conclusions. The results 

also suggest that our selected top features may sometimes be too complex for the user 

to reconstruct the model decision based on them. This underscores the importance of 

careful consideration in both the interpretation and subsequent application of these 

findings. While the observed trends are promising, they cannot be reliably generalised 

to a broader population. The high variance in the data points to a wide range of user 

experiences, which could be attributed to diverse user backgrounds, differing levels of 

engagement with the method, or other external factors not controlled in the study. The 

study highlights the need for further research with a larger and more diverse sample 

to validate the strategy on a larger scale. Despite a slight performance decrease 

measured by the F1 score, the approach provides more consistent and reliable 

explanations and suggests a degree of generalizability to new datasets. 



 

Conclusion 

The paper presents a novel approach to text classification tasks emphasising 

explainability without significantly compromising performance. We propose a layered 

method, combining DL and non-DL extractors, to create a base of fine-grained features 

for classifiers. This approach offers a clearer understanding of the decision logic of 

models, as these features are inherently more abstract. 

Performance-wise, while not as strong as approaches based on modern language 

models, this method still competes effectively. A notable aspect is its more consistent 

and reliable explanations. The feature extractors, not fine-tuned for specific datasets, 

suggest potential generalizability to new datasets. The approach’s modularity allows 

customisation and bias control by adding or removing feature extractors. 

User studies indicate a preference for this high-level feature-based explanation 

strategy, although limited user pool size prevents definitive conclusions. In terms of 

faithfulness – the degree to which an explanation mirrors the model's true reasoning 

process – the method outperforms the pre-trained language model on the 

comprehensiveness metric. However, it shows higher sensitivity to top feature 

removal, indicating a reliance on feature combinations. In contrast, the pre-trained 

model, benefiting from extensive internal knowledge from pre-training, is more stable 

in explanations. 

We acknowledge a 3-5% decrease in performance (measured by F1 score) compared 

to the state-of-the-art models but highlight the benefits of more reliable explanations. 

We suggest that significant improvements are possible by fine-tuning feature extraction 

for specific tasks. Future research could develop a comprehensive library of general 

feature extractors applicable to any dataset and explore the method's application to a 

broader range of datasets and tasks. 
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