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Abstract

It is often the case that collections of documents are annotated with hierarchically structured concepts. However, the benefits of this structure are rarely considered by commonly used classification techniques. Conversely, Hierarchical Text Classification methods are devised to boost classification performance by taking advantage of the labels’ organization. This work aims to deliver an updated overview of current research in this domain. We define and frame the task within the broader text classification area, examining important shared concepts such as text representation. Then, we dive into details regarding the specific task, providing a high-level description of its traditional approaches. We then summarise recently proposed methods, highlighting their main contributions. We additionally provide statistics for the most adopted datasets and describe the benefits of using evaluation metrics tailored to hierarchical settings. Finally, a selection of recent proposals is benchmarked against non-hierarchical baselines on five domain-specific datasets.
Hierarchical Text Classification (HTC) is a specialized area of Text Classification (TC) that has gained increasing importance over the years. It focuses on organizing and classifying documents into a hierarchical structure of concepts or categories. This field is particularly relevant in contexts where information is organized hierarchically, such as academic literature, legal documents, or website categorization. HTC techniques offer several advantages over standard flat classification techniques. They use the inherent structure of label hierarchies, leading to improved classification performance and a more nuanced understanding of textual data. One of the key challenges in HTC is the design of an effective hierarchy of categories. This involves identifying the right concepts and categories and defining their relationships. HTC techniques can be broadly classified into top-down and bottom-up categories (Yu et al., 2022; Zhang et al., 2022). Top-down approaches start with a high-level category and recursively divide it into subcategories until the desired level of granularity is achieved. Bottom-up approaches, on the other hand, start with a set of documents and cluster them into categories based on similarities in their content.

HTC has several real-world applications. For academic literature, it can classify research papers into various disciplines and sub-disciplines (Huang et al., 2019; Sharma et al., 2022). In legal documents, it can be used to classify case law into various legal domains and sub-domains (Caled et al., 2019). For website categorization, it can group web pages into topics and subtopics (Zhao et al., 2021). HTC offers several advantages over standard flat classification techniques and has several real-world applications (Sun et al., 2003; Sun and Lim, 2001a). With the increasing availability of textual data and the need for automated classification, the importance of HTC is only set to grow in the future.

Related literature

In HTC, labels are structured hierarchically, typically represented as a tree or a directed acyclic graph (DAG) (Peng et al., 2018; Wang et al., 2022). Each node in this structure represents a category, and its position reflects the conceptual relationship with other categories. Considering its content and hierarchical relevance, this arrangement allows for a more granular and contextual text classification. The complexity of real-world datasets makes HTC a valuable approach for systematically managing and interpreting large volumes of text data. The primary aim of this field is to enhance the accuracy and efficiency of text classification by leveraging the relationships between hierarchical labels (Ceci and Malerba, 2007; Sun et al., 2004, p. 200).

HTC finds significant application in domains with large and complex category systems, such as digital libraries and e-commerce platforms (Li et al., 2022). In these areas, effective classification requires understanding not only the content of the documents but also their position within the broader category structure. The hierarchical nature of
these domains means that HTC is not just a methodological choice but a necessity for accurate and efficient information retrieval and organization.

The evolution of HTC is marked by a transition from early methods, which focused on addressing the limitations of flat classifiers, to more contemporary approaches that exploit advanced machine learning and deep learning techniques. Seminal works in the field, such as those by (Koller and Sahami, 1997), identified the shortcomings of traditional classifiers when dealing with hierarchical data structures. These foundational works paved the way for more sophisticated methods considering hierarchical relationships in classification tasks. Subsequent research has expanded on these ideas, proposing various approaches to effectively integrate hierarchical information into classification models (Marcuzzo et al., 2022; Silla and Freitas, 2011).

Recent reviews in the field, such as those by (Silla and Freitas, 2011; Stein et al., 2019), offer a comprehensive overview of hierarchical classification, comparing different methodologies and their effectiveness in various applications. These reviews critically evaluate both traditional and neural model-based approaches to HTC. They highlight the advancements in the field, demonstrating how modern techniques have overcome earlier models' limitations and provided more accurate and efficient classification systems.

This study contributes to the field by analyzing recent trends in HTC research, focusing on publications from 2019 to 2022. We collected papers using targeted keywords related to HTC from academic databases, providing a well-rounded view of the latest developments in this area. The main contributions include an extensive review of current HTC research, an exploration of NLP background with a focus on text representation and neural architectures, an analysis of common approaches to HTC, and evaluation measures. It also includes a summary of recent proposals for HTC, benchmarking these against non-hierarchical baselines. This comprehensive approach to reviewing HTC literature highlights the current state of the art and underscores this field's dynamic nature. As new challenges and datasets emerge, HTC continues to evolve, adapting to the changing landscape of TC. Integrating advanced neural network architectures and exploring novel representation techniques indicate the field's ongoing commitment to improving classification accuracy and efficiency. Furthermore, applying HTC in diverse domains underscores its versatility and the growing recognition of its importance in various sectors.

**NLP Background and Methodologies**

HTC is a significant study area in the dynamic NLP field, intertwining advanced text representation techniques with innovative neural architectures. This exploration begins by tracing the evolution of text representation, a journey marked by pivotal developments that have profoundly influenced HTC.

The progression from basic statistical methods like word counts to sophisticated text representation techniques underscores the advancements in NLP. Early milestones
include the development of Term Frequency-Inverse Document Frequency (TF-IDF), a method for weighted word counts (Salton and McGill, 1986), which laid the groundwork for more complex models. The introduction of word embeddings, such as Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014), marked a significant leap forward. These embeddings represent words in a vector space, capturing their contextual meanings beyond mere occurrence.

The advent of contextualized language models, particularly those utilizing Transformer architectures (Vaswani et al., 2017), represents a quantum leap in text representation. These models dynamically adapt embeddings based on the surrounding context, leading to more nuanced and accurate text classification. This advancement has been crucial in enhancing the quality of text representation, a cornerstone in developing effective HTC methods. In parallel, the evolution of neural architectures has been instrumental in NLP and HTC. Recurrent Neural Networks (RNNs) have been foundational for sequential data processing, with subsequent enhancements like Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber, 1997) and Gated Recurrent Units (GRU) (Cho et al., 2014) addressing their initial limitations. Though primarily celebrated in computer vision, convolutional Neural Networks (CNNs) have found a niche in NLP for extracting features from word embeddings (Kim, 2014; Lea et al., 2017; Yan et al., 2020). A groundbreaking innovation in NLP is the Transformer network, renowned for its self-attention layers that adeptly learn dependencies between tokens in text. This architecture has been the basis for models like BERT (Devlin et al., 2019) and GPT (Radford et al., 2018), which have redefined benchmarks in text classification performance.

HTC, as a specialized field within NLP, leverages these advancements in text representation and neural architectures. It employs unique approaches that utilize label hierarchies to enhance classification performance, distinguishing it from standard text classifiers. These approaches are broadly categorized into local and global methods (Yu et al., 2022). Local methods break down the hierarchical structure into manageable segments, treating each as a distinct classification problem. In contrast, global methods use a single classifier to consider the entire hierarchy, often yielding more efficient and accurate results due to their holistic view of interrelations and dependencies within the hierarchy.

HTC is not without its challenges, particularly in the nuanced decision-making required in hierarchical structures, such as determining the necessary depth of classification (Silla and Freitas, 2011; Zhou et al., 2020). Strategies to address these challenges include adaptive thresholds in local classifiers and specific modifications in global classifiers (Cerri et al., 2011; Mao et al., 2019; Punera and Ghosh, 2008).

Recent years have seen a surge in novel HTC methodologies driven by the continuous evolution of machine learning and NLP. The adoption of neural network architectures in HTC has been transformative. CNNs, RNNs, LSTM, GRU, and Transformer-based models have each contributed uniquely to understanding and processing hierarchical
text data. Innovative approaches in recent HTC research include using graph neural networks (GNNs) to capture complex label relationships and capsule networks to understand hierarchical data structures. Ensemble methods, which combine the strengths of multiple classifiers, have also been employed to improve classification accuracy and robustness. Furthermore, developing domain-specific HTC models, such as those tailored for legal or medical text classification, highlights the field's adaptability. These models, fine-tuned to the unique characteristics of their respective domains, leverage domain-specific knowledge to achieve enhanced performance (Gasparetto et al., 2022; Kowsari et al., 2019; Zhang and Wallace, 2017).

Benchmarking these models on standard datasets and employing appropriate evaluation metrics cannot be overstated. This process is vital for assessing the effectiveness of various HTC methodologies, identifying their strengths, and pinpointing areas for improvement.

In conclusion, HTC's journey reflects the broader evolution of NLP, continually pushing the boundaries of what is possible in understanding and classifying complex hierarchical text data. The exploration of HTC has become increasingly sophisticated, particularly in experimental approaches. This comprehensive analysis delves into the nuances of benchmarking recent HTC methods, testing novel proposals, and scrutinizing the methodologies and results of these experiments. Each facet of this exploration contributes significantly to our understanding of HTC's capabilities and limitations in various contexts.

**Evaluating HTC**

HTC inherently involves multiclass or multilabel issues. Many researchers opt to use standard evaluation metrics commonly adopted in classification scenarios. However, several authors argue that these measures may be inappropriate due to the hierarchical structure of the data (Kiritchenko et al., 2006; Kosmopoulos et al., 2015; Stein et al., 2019; Sun and Lim, 2001a). The argument is based on mistake severity, suggesting that a model making “better mistakes” should be preferred (Vaswani et al., 2022). This concept is rooted in two considerations. Firstly, predicting a label structurally close to the ground truth should be less penalizing than predicting a distant one. Secondly, errors at the upper levels of the hierarchy are inherently worse.

Regarding datasets used in HTC, the literature is spread across a wide variety of datasets, often derived from the same source but used in different ways. Some of the most prominent sources of raw data include DBPedia and Wikipedia. However, there is a lack of established benchmarks in HTC, resulting in methods being scattered over a wide range of incomparable datasets. Some datasets provide pre-defined splits, like the popular Reuters Corpus-V1 (RCV1) and Web of Science (WOS). However, caution is needed when comparing results, as some methods may use larger training splits, which could affect comparisons. We used five diverse datasets in our experimental setting to test recent HTC methods across domains. The first dataset is the WOS. This dataset, introduced by (Kowsari et al., 2018), is widely used in HTC research. It
comprises scientific literature data. The second dataset, *Blurb Genre Collection*, provided by (Aly et al., 2019), comes with predefined training and test splits. It contains book blurbs from various genres. The third dataset, *RCV1*, introduced by (Lewis et al., 2004), is a collection of Reuters News articles collected between August 20, 1996, and August 19, 1997. The dataset is manually categorized and contains over 800,000 international newswire stories in English. The fourth dataset is *Linux Bugs*. This dataset, introduced by (Lyubinets et al., 2018), comprises bug reports scraped from the Linux kernel bug tracker. The documents are support tickets classified in importance, related product, and specific component. Finally, the fifth dataset is *Amazon Reviews* (Ni et al., 2019). This dataset is derived from the Amazon corpus and contains user reviews. These datasets represent five application domains of HTC methods: books, scientific literature, news, IT tickets, and reviews. Such diversity allows us to test the methods across a wide spectrum of data. A specific preprocessing procedure for each method is developed and discussed in the paper.

In the experimental part of the study, various methods are tested for performance on the five above mentioned datasets. The selection was refined to include methods used as baselines in previous works. However, challenges such as missing dependencies, outdated libraries, and lack of instructions hindered the use of many existing implementations. Despite these obstacles, many methods were successfully tested. The methods tested included MATCH (Zhang et al., 2021), HiAGM (Zhou et al., 2020), BERT (Devlin et al., 2019), XML-CNN (Liu et al., 2017), and one SVM. MATCH uses a normalization mechanism for the labels and Word2Vec embeddings hierarchy, which involves text preprocessing and the Adam optimizer. The vastly adopted pre-trained “bert-base-cased” model from the HuggingFace library was also investigated. The aim was not to provide the best results for each method but to compare across datasets and methods and assess the ease of applicability of these methods on diverse datasets. Supplementary material was provided for further details on the validation procedure.

**Challenges**

In HTC, researchers grapple with several critical challenges that are pivotal to advancing this field. These challenges range from the intricacies of leaf node prediction to the complexities of handling imbalanced datasets, integrating domain-specific knowledge, ensuring scalability and computational efficiency, and enhancing model interpretability. The field of HTC faces a range of complex challenges that require innovative solutions and interdisciplinary approaches. Addressing these challenges is crucial for advancing intelligent text classification systems that are accurate, efficient, and trustworthy.

One of the foremost challenges is the *non-mandatory leaf node prediction* (Freitas and de Carvalho, 2007; Sun and Lim, 2001b). This issue becomes particularly significant in hierarchical structures where a detailed classification to the most specific level may not always be necessary or relevant. In such scenarios, it is essential to have intelligent
systems capable of determining the appropriate depth of classification based on the context. This challenge is not just about accuracy but also about the relevance of the classification in a given context (Silla and Freitas, 2011). Researchers are exploring various methodologies and strategies, such as adaptive algorithms and context-aware systems, to address this challenge effectively.

Another critical issue in HTC is handling imbalanced datasets, a common occurrence where some categories are underrepresented. This imbalance can significantly skew the learning process of HTC models, leading to poor performance in minority classes. Strategies like data augmentation, specialized loss functions, and re-sampling techniques are being explored to combat this. These methods aim to create a more balanced dataset, thereby improving the learning process and accuracy of the models (Vaswani et al., 2022; Zhou et al., 2020).

Integrating domain-specific knowledge into HTC models is also a crucial area of focus. This approach involves leveraging expert knowledge and domain-specific features to improve classification accuracy, particularly in specialized fields like legal or medical text classification. Integrating such knowledge can significantly enhance the performance of HTC models by providing them with a richer context and more relevant features for classification (Mencía and Fürnkranz, 2008; Rios and Kavuluru, 2018).

The scalability and computational efficiency challenge is particularly pertinent in handling large-scale datasets and complex hierarchies. As the volume of data grows, the need for more efficient algorithms and models that can process large volumes of data without compromising classification accuracy becomes increasingly important. Researchers are exploring various approaches, including advanced machine learning techniques and optimized algorithms, to improve scalability and efficiency in HTC models (Aljedani et al., 2021; Aly et al., 2019).

Lastly, the importance of model interpretability, especially deep learning-based HTC models, cannot be overstated. In sensitive applications, models must be accurate and transparent in their decision-making processes. Developing interpretable models is essential for their acceptance and trust among users. This involves creating models that provide clear insights into how and why they arrived at a particular classification decision (Madsen et al., 2022; Saranya and Subhashini, 2023).

**Conclusion**

This comprehensive review summarizes the significant findings, emphasizing the remarkable advancements in the HTC field. The review, a pivotal contribution to the literature, underscores the shift towards neural network-based approaches, a trend that has revolutionized the HTC landscape. Developing sophisticated models, particularly those that effectively leverage hierarchical information, marks a significant milestone in the evolution of text classification methodologies.
In deep learning for HTC, this paper highlights the instrumental role played by advanced techniques such as Transformer-based models, CNNs, RNNs, GNNs, and Capsule Networks. These methods have been lauded for their effectiveness in handling the complexities inherent in hierarchical data. Their ability to set new benchmarks in HTC is a testament to the rapid progress in this field. For instance, (Vaswani et al., 2017), in their groundbreaking paper on Transformer models, have laid the foundation for significant advancements in natural language processing, directly impacting HTC's progress.

The importance of benchmarking in HTC cannot be overstated. This review stresses the need for continuous and rigorous benchmarking of HTC models using diverse and challenging datasets. Such a process is crucial for assessing the effectiveness of various approaches, identifying their strengths and weaknesses, and guiding future research. Benchmarking, as highlighted by (Zhang et al., 2015) in their analysis of CNNs for sentence classification, provides invaluable insights into the performance and applicability of different models.

Looking ahead, the paper outlines several promising areas for future research. These include the development of models capable of handling non-mandatory leaf node prediction, which remains a challenging aspect of HTC. Additionally, there is a need for algorithms that are robust to imbalanced datasets, a common issue in real-world applications. Integrating domain-specific knowledge into HTC models is another area ripe for exploration, as it can significantly enhance the accuracy and relevance of classification. Furthermore, improvements in scalability and efficiency are essential for handling the ever-increasing volume of textual data. Lastly, enhancements in model interpretability are crucial for gaining insights into these complex models’ decision-making processes, as (Guidotti et al., 2018) emphasised in their comprehensive review of interpretability in machine learning.

We conclude with an optimistic outlook on the future of HTC. While acknowledging the challenges, we highlight the rapid advancements in the field and the potential for further development. The authors hope that ongoing research will address the current limitations and explore new applications and methodologies in HTC. This optimism is rooted in the belief that the field of HTC, as demonstrated by its recent progress, holds immense potential for innovation and advancement, paving the way for more sophisticated and effective text classification solutions.

In summary, this review not only provides a thorough overview of the current state of HTC but also charts a course for future research, encouraging continued exploration and innovation in this dynamic and ever-evolving field.
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